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Abstract

Modern machine learning systems represent their computa-
tions as dataflow graphs. The increasingly complex neural
network architectures crave for more powerful yet efficient
programming abstractions. In this paper we propose an ef-
ficient technique for supporting recursive function defini-
tions in dataflow-based systems such as TensorFlow. The
proposed approach transforms the given recursive defini-
tions into a static dataflow graph that is enriched with two
simple yet powerful dataflow operations. Since static graphs
do not change during execution, they can be easily parti-
tioned and executed efficiently in distributed and heteroge-
neous environments. The proposed technique makes heavy
use of the idea of tagging, whichwas one of the cornerstones
of dataflow systems since their inception. We demonstrate
that our technique is compatible with the idea of automatic

differentiation, a notion that is crucial for dataflow systems
that focus on deep learning applications. We describe the
principles of an actual implementation of the technique in
the TensorFlow framework, and present experimental re-
sults that demonstrate that the use of tagging is of para-
mount importance for developing efficient high-level abstrac-
tions for modern dataflow systems.

CCS Concepts • Software and its engineering → Data

flow languages; Recursion; Distributed programming lan-

guages; Control structures; • Computing methodologies

→ Neural networks;

Keywords Tagged dataflow, recursive functions, Tensor-
Flow

1 Introduction

The interest in the dataflow model has been recently re-
newed by the latest developments in scalable machine learn-
ing systems.Modern dataflow systems express computations
as dataflow graphs of processing nodes that can work inde-
pendently and in parallel. In such a formalism, the data de-
pendencies between the nodes are explicit and consequently
individual nodes can be distributed in multiple machines
and hardware accelerators. These characteristics render the
dataflow model highly desirable for expressing scalable ma-
chine learning tasks.
The popularity of deep learning and its recent successes

in solving challenging problems in various domains, lead
to proposals of more complex neural network architectures.

The Recurrent Neural Networks (RNNs) [13] is a prominent
example that uses an elaborate architecture in order to ex-
hibit temporal dynamic behavior. RNNs benefit from the
ability of the machine learning framework to efficiently im-
plement control-flow decisions, such as conditionals and it-
eration, in terms of dataflow graphs. However, more com-
plex neural network architectures require dataflow systems
that can support more demanding control-flow, such as for
example recursion.

1.1 Implementations of Control Flow

Current dataflow frameworks implement iteration and re-
cursion using twomain approaches. In the simpler approach,
usually coined as the “out-of-graph” approach [20, 25], the
program is expressed in a client programming language such
as Python and the framework exploits the control-flow sup-
port of the host language. Even though this approach admits
a relatively simple implementation, it requires a continuous
interaction between the client and the dataflow system, re-
sulting in reduced performance. Moreover, in this approach
the dataflow graphs are usually small parts of the whole pro-
gram, and the optimizations that can be applied are limited.
In order to remedy these limitations, somemachine learning
frameworks employ the “in-graph” approach in which the
control-flow operations are expressed directly in the data-
flow graph. In this approach the dataflow execution engine
is responsible for implementing the control-flow decisions.
There are two distinct proposals to implement control-

flow constructs in the “in-graph” approach. The first, rela-
tively straightforward, way suggests that the dataflow graph
is allowed to change at runtime. In this approach the control-
flow operations are represented as nodes in the dataflow
graph andwhen executed they effectively replace themselves
with new nodes of the graph. In this way one can simulate a
dynamic unfolding of the graph. The second,more elaborate
way is to assume that the dataflow graph is fixed, ie., it can
not change at runtime. As it turns out, this fixed-graph ap-
proach is preferred by the established deep learning frame-
works such as TensorFlow [29]. There are good reasons for
choosing the fixed-graph idea. For example, an immediate
consequence of knowing the graph ahead of time is that ag-
gressive optimizations and distributed device placement al-
gorithms can be performed at compile time. Therefore, it
is highly desirable, whenever possible, to express computa-
tions as a fixed dataflow graph.
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However, it is not always apparent how iteration or recur-
sion can be expressed in a dataflow graph that is not allowed
to expand at runtime. The main concern that immediately
arises is that the nodes of the fixed graph must be reacti-
vated with different inputs and in different points in time
during the execution. In order to not mix different reacti-
vations of the nodes, the simple dataflow model has to be
extended with the notion of tags, i.e., labels that travel with
the data and essentially indicate the context that the data
should be evaluated under. Additionally, these tagged data-
flow graphsmust include “special” operators that can appro-
priately manipulate such tags. TensorFlow [1] implements
iteration using the aforementioned tagging technique [29].
However, when it comes to recursion, TensorFlow resorts
to using expandable dataflow graphs, a choice which dimin-
ishes the advantages of the fixed-graph approach.

1.2 Contributions

In this paper we consider the problem of efficiently imple-
menting recursive function definitions using dataflow graphs
that remain fixed at runtime. We assume that the initial pro-
gram is a set of dataflow graphs each representing a differ-
ent function and we allow nodes that correspond to a de-
fined function to occur as nodes in the graphs. We base our
work on the tagged dataflow model [3, 4, 26]. The initial pro-
gram is transformed into a single graph by replacing the op-
erators with the graphs that represent functions. We also
use tags to distinguish between different function calls. The
tags, in our proposal, are lists of labels and each label indi-
cates a different call of a function. We demonstrate that our
proposal can relatively easily be embedded in TensorFlow’s
runtime, and we demonstrate that the resulting system is ef-
ficient and appropriate for deep learning applications. The
contributions of the paper can be summarized as follows:

• We devise a purely tagged approach for implementing
recursive functions in a dataflow environment. Our
approach transforms a set of dynamic (ie., expandable)
dataflow graphs, into a single static (ie., non-expandable)
graph which uses two simple (yet powerful) dataflow
operations. As a result, our technique ensures that data-
flow graphs remain fixed during runtime. The concep-
tual origins of our work can be traced back to tech-
niques that were developed in the 80s, namely [3, 4,
12, 21, 26, 28], but our approach has distinguishing
characteristics from each one of them. A detailed com-
parison with the aforementioned techniques is given
in Section 7.

• Wedemonstrate that our technique is compatiblewith
the idea of automatic differentiation [6], a notion that
is crucial for dataflow systems that focus on deep learn-
ing applications. In particular we demonstrate how
we can efficiently support automatic differentiation in
recursive dataflow graphs that have been obtained us-
ing the proposed tagging approach.

• Wedescribe an actual implementation of our approach
under the TensorFlow framework. In particular, we
discuss the extensions that are required to the compu-
tational model of TensorFlow in order to execute data-
flow graphs that contain the new dataflow operators
required for handling recursion. Themost demanding
changes to the computational model concern the dis-
tributed execution of these static dataflow graphs.

• Wepresent experimental evidencewhich confirms that
the tagged execution outperforms the dynamic (ie.,
graph expanding) execution of recursion in Tensor-
Flow.Moreover, we present experiments regarding the
efficiency of automatic differentiation which is a key
component of deep learning applications.

As an overall remark, our work suggests that the extensive
use of tags is a promising direction that current implementa-
tions of dataflow systems should follow. Tags offer increased
parallelism and may prove to offer viable solutions in cases
where current technologies appear to bottleneck.

1.3 Structure of the paper

The structure of the remaining part of the paper has as fol-
lows. Section 2 presents backgroundon tagged-dataflow;most
of the ideas in this section can be traced back to the early
steps of dataflow systems. Section 3 presents the proposed
transformation algorithm from dynamic dataflow graphs to
static ones that contain two new dataflow operations. Sec-
tion 4 presents how automatic differentiation can be imple-
mented efficiently in the static graphs that result from our
transformation. Section 5 describes an implementation of
the proposed transformation in the TensorFlow framework.
Section 6 presents a performance evaluation of our imple-
mentation. Finally, Section 7 compares our approach with
related work and Section 8 concludes the paper giving point-
ers to future work.

2 Tagged Dataflow

The dataflow model of computation [9, 10] was developed
more than forty years ago, as an alternative to the classical
“von-Neumann” computing model. The key motivation was
the creation of architectures and programming languages
that would exploit the massive parallelism that is inherent
in many applications. A dataflow program is essentially a di-
rected graph in which vertices correspond to processing ele-
ments and edges correspond to channels. The data that need
to be processed start “flowing” inside the channels; when
they reach a node they are being processed and the data
produced are fed to the output channels of the node. Since
various parts of the dataflow graph can be working concur-
rently, the parallel nature of the model should be apparent.
Moreover, this processing of data “while in motion” comes
in sharp contrastwith the traditional “von-Neumann”model
inwhich datawait passively inmemoryuntil they are fetched
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by the central processing unit of the (sequential) computer
in order to be processed.

2.1 Dataflow Graphs, Tags, and Tokens

A key notion in our discussion is that of a dataflow graph:

Definition 2.1. A dataflow graph (or dataflow network) is a
directed graph� = (+ , �), where + is the finite set of nodes
of the graph and � is the set of edges connecting elements
of + . The set + is partitioned into disjoint subsets +� (input
nodes), +$ (output nodes) and +% (processing nodes), subject
to the following restrictions:

• Every input node has no incoming edges and has one
outgoing edge towards a processing node.

• Every output node has no outgoing edges and has one
incoming edge from a processing node.

• Every processing node has incoming edges (at least
one) from input nodes and/or from other processing
nodes and outgoing edges (at least one) to output nodes
and/or other processing nodes.

Intuitively, input nodes provide the input data to a data-
flow graph, processing nodes perform the processing of data,
and output nodes collect the output data produced by the
network.
In the initial dataflow model, channels were assumed to

be unbounded FIFO queues, i.e., the data were assumed to
flow in a specific order inside the channels. However, it soon
became apparent that a model that would not impose any
particular temporal ordering of the datawould bemuchmore
general. This resulted in the so-called tagged dataflowmodel [3,
4, 26]. The basic idea behind tagged dataflow is that data can
flow inside a network accompanied by tags (i.e., labels). The
tags can also carry essential information that can be used in
order to implement iterative and recursive algorithms.
Intuitively, edges of our dataflow networks carry tuples

of the form 〈C, 3〉 where 3 is an element of a data domain
� and C is an element of a set of tags ) . The set ) may be
quite involved; in its simplest form it can be a set of natural
numbers, or in more demanding cases it can be the set of
lists of naturals numbers, etc. Pairs of the form 〈C, 3〉 ∈ ) ×�

are usually referred in the dataflow literature as tokens.

2.2 Tagged Dataflow Operations

We now describe the operation of the nodes of a dataflow
graph. We start with the simplest case, namely input nodes.
Such nodes carry a constant value which they pass to their
output. For example, an input node labeled with the natural
number 3, passes in its output the value 3. Since we have
adopted the convention that edges carry tokens, the value 3
originating from an input node, can be interpreted as a tuple
〈C, 3〉, for all possible tags C .
The operation of processing nodes (such as for example,

nodes that perform addition, multiplication, and so on), is
straightforward (see [4]): every such operator can fire when

in all of its inputs there exist tokens that have exactly the
same tag. When the operator fires, it produces a token that
has exactly the same tag as the input tokens that it has “con-
sumed”. As an example, the operation of binary addition can
be described as follows:

[[ + ]] (〈C, 0〉, 〈C, 1〉) = 〈C, 0 + 1〉

There exist operators that do not need data in all their input
tokens in order to produce output or that do not produce
data in all their output tokens. We will use the symbol ∗ to
denote the absence of data. Historically, ∗ was named a “hi-
aton” in [27] where it is mentioned that “a hiaton can be
thought as the ‘output’ of a process which at a particular
point in time has no ‘genuine’ data to send on”. In the Ten-
sorFlow terminology, a hiaton is referred as a “dead” data
item [1]. Using the concept of hiaton, we can define the se-
mantics of two common dataflow operators:

[[Switch]] (〈C, true〉, 〈C, 3〉) = (〈C, 3〉, 〈C, ∗〉)

[[Switch]] (〈C, false〉, 〈C, 3〉) = (〈C, ∗〉, 〈C, 3〉)

[[Merge]] (〈C, 3〉, 〈C, ∗〉) = 〈C, 3〉

[[Merge]] (〈C, ∗〉, 〈C, 3〉) = 〈C, 3〉

We assume that all the operators we will be using, with
the only exception of Merge, have the following property:
in order to fire, the tokens in their inputs must contain data
values that are not hiatons. If some of their data inputs are
hiatons then the hiatons are propagated to their outputs.
The propagation of hiatons, also referred as “deadness prop-
agation” [1], is also useful in practice and especially in dis-
tributed execution (see Section 5.2).

2.3 Tagged Iteration

Iterative algorithms can be represented as cyclic dataflow
graphs where the output of one iteration becomes input of
the next one. In order to increase parallelism, we would like
to allow the nodes of our dataflow graphs to process concur-
rently data that belong to different iteration cycles. The tags
can be used to ensure the implementation of asynchronous
iteration in an elegant and effective way. The main idea is
precisely defined in the following excerpt from [12]:

Each separate (loop) iteration reuses the same code

but with different data. To avoid any confusion of

operands from the different iterations, each data

value is tagged with a unique identifier known as

the iteration level that indicates its specific itera-

tion.

TensorFlow implements in a simple way the above idea. A
tag in TensorFlow is a list of natural numbers. The length
of the list corresponds to the nesting of the iteration. For ex-
ample, if we have two nested while-loops, a list of length 2
signifies that we are inside the inner “while”. Each item of
the list corresponds to the iteration counter inside a partic-
ular loop. So, for example, a list of the form [2,3] means that
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Exit

Switch�cond �body

Merge Next

Enter

Figure 1. Dataflow implementation of a while-loop

we are inside two nested loops, the outer loop has executed
3 times and the inner loop 2 times. In order to manage these
tags, TensorFlow supports the following operators:1

[[Enter]] 〈C, 3〉 = 〈0 : C, 3〉

[[Exit]] 〈= : C, 3〉 = 〈C, 3〉

[[Next]] 〈= : C, 3〉 = 〈(= + 1) : C, 3〉

Intuitively, the Enter operator is used when we enter a new
while-loop. It simply adds a new element in the list tag, rep-
resenting in this way that the level of nesting has been in-
creased by 1. Symmetrically, Exit is used when we exit a
while-loop, and it obviously signals that the level of nest-
ing has just been decreased by 1. Finally, Next is used to
increase the iteration counter for the while-loop we are cur-
rently in. Figure 1 depicts a dataflow graph that uses these
operators in order to implement a simple while-loop.

2.4 Functions and Recursion

The introduction of functions and recursion in the tagged
dataflow framework is more demanding than that of itera-
tion. Supporting a set of (possibly recursive) function defi-
nitions, implies that we have to use a set of dataflow graphs.
As an example, consider the following simple recursive pro-
gram computing the factorial of a given number, consisting
of two definitions. We use Haskell-like functional notation:

result = fact(3)+5

fact(n) = if (n==1) then n else n*fact(n-1)

In order to represent this program as a dataflow graph, we
need to create two graphs, one for the variable result and
another for the function fact. These two graphs are de-
picted in Figure 2. In order to represent recursion, each sep-
arate graph is assigned a name (result and fact in our

1We use the notation (= : C ) to represent a list where = is its first element

(the head of the list) and C is also a list (the tail of the list (= : C )).

factresult

out1

Merge

id

Switch

−

1

∗

=

1 in1

fact

3

fact

+

5

out1

Figure 2. A simple program that computes the factorial ex-
pressed as a set of dataflow graphs

example), which is the name of the function that it imple-
ments. The dataflow graphs can then use nodes that con-
tain these names, the intuition being that these nodes corre-
spond to recursive calls of the corresponding functions. One
can think of each such node as a “black box” that hides in-
side it a nested graph of the function, which may itself hide
inside it another graph, and so on. This intuition seems to
suggest that this view of recursion requires a different graph
structure than the one implied by Definition 2.1, namely a
possibly infinite graph, or a dynamically expanding one. If
one wants to remain faithful to the “fixed-graph” approach
of Definition 2.1, a different approach for handling recur-
sion must be employed. Such an approach is introduced in
the next section.

3 A Tagged Implementation of Recursion

In this sectionwe demonstrate howfirst-order recursive func-
tions can be implemented in a purely tagged manner. Our
construction builds on previous work that was developed
several years ago [3, 4, 12, 21, 26, 28], but has distinguishing
characteristics from each one of them. A detailed compari-
son of our approach with the aforementioned ones, is given
in Section 7.
Assume we are given a set of dataflow graphs represent-

ing a program consisting of (possibly) recursively defined
functions. In this section we demonstrate how this set of
graphs can be transformed into a single fixed graph that can
be executed in a tagged way (namely, without the need of
dynamic expansion). The key idea is that whenever a func-
tion is called, we create a unique new tag that characterizes
this specific function invocation; as soon as we return from
this function call, we restore the tag to its previous state.
Before we present the algorithm in a formal way, we mo-

tivate it through a simple example. Consider the two graphs
of the factorial example depicted in Figure 2. In the follow-
ing, we present each step of the algorithm, together with the
intuition behind each step:

• There are two nodes labeled with fact in Figure 2.We
replace one of them with a node labeled Call0 and
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the other one with a node labeled Call1. It is not im-
portant which node receives which operator, as long
as each different node receives a Call operator with
a different subscript. Intuitively, each Call8 operator
creates a unique new tag that characterizes the spe-
cific function call that it has replaced.

• The input node of the fact graph is replaced by a
Merge node. The output edges of Call0 and Call1

become the two inputs of theMerge node. Intuitively,
thisMerge node gathers together all the different “en-
tries” to the body of the function fact (avoiding in
this way to have different “copies” of the body of fact).

• The output node of the fact graph is connected with
two new nodes labeled as Return0 and Return1. The
output edge of each Return8 is connected to the node
where the output of the corresponding fact nodewas
directed in the initial graphs. Intuitively, eachReturn8
operator restores the tag to the state it had just before
the corresponding Call8 .

• We add an extra output edge to eachCall8 connecting
it with its corresponding Return8 node. Intuitively,
this edge expresses the requirement that in order for a
Return8 node to fire, a Call8 must have fired at some
previous time point2. Notice that this is a “synchroniz-
ing” edge, ie., the data value that it carries is irrelevant.
Such edges are termed control edges in the TensorFlow
literature and are usually denoted with dashed lines.

The transformation described above, produces a single data-
flow graph depicted in Figure 3. It remains to specify the
intuitive and formal meaning of the Call8 and Return8 op-
erators. As we have already discussed, the underlying idea
behind the tagged implementation of recursion, is to repre-
sent with a unique tag the data that belong to a specific invo-
cation of a function. In this way we avoid mixing data that
belong to different invocations. When the operator Call8
takes as input a token 〈C, 3〉, it changes the tag C into a new
one that represents the function call that is being invoked.
This is being done by prefixing C with 8 , namely:

[[Call8 ]] 〈C, 3〉 = 〈8 : C, 3〉

Intuitively, the list 8 : C identifies the position in the recur-
sion tree where execution currently is. When the function
returns, we must restore the tag to the state it had before
the function was called. This is performed by the operator
Return8 which performs the converse operation from that
of Call8 :

[[Return8]] 〈8 : C, 3〉 = 〈C, 3〉

Using the above semantic equations, one can easily “run”
the resulting graph depicted in Figure 3 and verify that it
computes the desired output.

2The necessity of adding these edges will be explained in Section 5.2.1.

Return0 Return1

Merge

id

Switch

−

1

∗

=

1 Merge

Call1

3

Call0

+

5

out1

Figure 3. The transformed graph of fact

The transformation described for the fact program, can
be easily generalized to programs with many different func-
tions. Assume we are given a set ( of dataflow graphs repre-
senting a set of (possibly recursively) defined functions. We
assume that one of these function definitions is for a vari-
able result (intuitively, the output of the program). The
description is slightly more complicated because we now
consider functions that may have more than one formal pa-
rameters. The transformation proceeds as follows:

• Let 5 be a function defined in ( having< formal pa-
rameters. Assume there are = nodes in ( labeled with
the name of 5 (each such node corresponds to a differ-
ent call to 5 ). Number these nodes starting from 0 up
to = − 1 (it is not important which node of 5 receives
which number, as long as each different node receives
a different number).

• Replace the 8’th node of 5 with < identical nodes all
labeled with Call8 , each one of them corresponding
to one of the< different formal parameters of 5 . Each
one of these Call8 nodes has only one input, namely
the input to the original 5 node that corresponded to
the specific formal parameter of 5 .

• In the initial graph of 5 , there exist < input nodes
in0, . . . , in<−1 , each one corresponding to a different
formal parameter of 5 . Replace each such input node
by aMergenode. Direct the output edge of eachCall8
node corresponding to a specific formal parameter of
5 , to the input of the correspondingMerge node.

• The output of 5 ’s graph is connectedwith= new nodes
labeled Return0, . . . ,Return=−1. The output edge of
each Return8 is connected to the node where the out-
put of the 8’th node of 5 was connected in the initial
version of the graph.

• We add an extra output edge to eachCall8 connecting
it with its corresponding Return8 node.

The above algorithm transforms the given set ( into a new
graph; the output of this graph is the output node of the
graph corresponding to the variable result.

5



4 Automatic Differentiation

Neural networks are typically trained using the backprop-
agation algorithm [23]. This involves the minimization of
a loss function that naturally depends on gradient-based
computations. Dataflow systems that focus on deep learning
applications typically implement the backpropagation algo-
rithm via a systematic way called reverse-mode automatic
differentiation [6]. Roughly speaking, automatic differentia-
tion derives automatically the operations that need to take
place in order to compute the gradient of the function that
is encoded as a dataflow graph. In this section we describe
how we support automatic differentiation in recursive data-
flow graphs that have been transformed using the tagging
approach.
The automatic differentiation algorithm uses the chain

rule to connect newly introduced gradient operators (i.e.,
operators that compute the gradients) to the graph. More
specifically, for a simple tagless dataflow graph, for each op-
erator (~1, . . . ,~<) = opi(G1, . . . , G=) the algorithm adds a

corresponding gradient operator op
grad

i
that computes the

gradients 3G1, . . . , 3G= of the inputs with respect to the gra-
dients 3~1, . . . , 3~< of the outputs of opi. Note that in gen-

eral op
grad

i
also requires the original inputs G1, . . . , G= of opi

in order to operate. Hence, op
grad

i
is an operator that ac-

cepts = + < inputs and produces = outputs. This process
results into a dataflow graph that is naturally activated in
two phases: the forward and backward phase. The forward
phase involves the activation of the original operators of
the graph that compute the original outputs (also called for-
ward values) of the dataflow. When all the input values of
the last operator are available the backward phase can start
to compute the gradient values. Note that, since the gradient
operators need the input values of the original operator, the
values produced in the forward phase are usually retained in
memory during the whole execution to avoid unnecessary
recomputations.
In the simple case we have discussed so far the graph

consists of primitive operators only. The corresponding gra-
dient operators are predefined and the mapping between
the operator and its gradient counterpart is typically main-
tained in a catalogue for the purpose of the automatic differ-
entiation. However, if we want to consider dataflow graphs
that contain user-defined functions as operators, we also
need to consider how to generate the appropriate gradient
operators of these functions. Recall that, in this setting, each
function is defined as a separate dataflow graph and as such
can be automatically differentiated. Therefore, the straight-
forward approach is to derive 5 grad by applying the auto-
matic differentiation algorithm to the dataflow graph of 5 .
This will produce a new graph that effectively computes the
gradient of 5 . The derived graph can then be added as an
ordinary function definition 5 grad and used as the gradient

operator of 5 . Figure 4 depicts a set of dataflow graphs con-
sisting of the main graph named result that uses a recursive
function 5 . The corresponding 5 grad is itself recursive, and is
produced by automatically differentiating 5 . Also note that,
as expected, the gradient computation of result uses both 5

and 5 grad .
It is easy to see that the resulting set of dataflow graphs in

Figure 4 can be transformed to a single static dataflow graph
using the transformation algorithm introduced in Section 3.
However, this approach would be highly inefficient: the in-
vocation of 5 grad triggers the evaluation of the forward val-
ues of 5 that have also been computed some time in the past
by the invocation of 5 . In the specific example, the opera-
tors op1 and op2 will execute in both invocations of 5 and

5 grad in resultgrad . The main reason is that, using this naive
process for automatic differentiation, we treat the gradient
computation as a separate function and therefore we lose
the relationship between the original function invocation
and its corresponding gradient computation.
In order to remedy this inefficiency we have devised a

more sophisticated way of supporting automatic differenti-
ation. The key idea is to identify each function invocation
5 and its counterpart invocation 5 grad in the graph and re-
place them simultaneously (i.e., assign to them the same la-
bel 8 for Call8-Return8 ) with a single dataflow graph that
computes both the forward values and the gradients. This
subgraph will have = +< inputs, corresponding to = inputs
of 5 and< gradient inputs of 5 grad , and<+= outputs, corre-
sponding to< outputs of 5 and = gradient outputs of 5 grad .
For example, the transformed graph of Figure 4 is shown
in Figure 5. There are two distinguished labels, one corre-

sponding to the invocations in resultgrad and the other to
the invocations in 5 grad .
An interesting observation is that, using this approach,

the forward values produced by the operators inside 5 are
communicated to their gradient counterparts which natu-
rally reside in 5 grad . The use of the same tag for both the
original operators and the gradient operators, will ensure
that the correct forward values will be matched with the
correct invocations of the gradient operators.

5 Implementation in TensorFlow

In this section we discuss the implementation issues that
arise in the tagged approach to recursion introduced in the
previous sections. As it turns out, the existing infrastructure
of TensorFlow requires relatively small changes in order to
incorporate the new ideas. In particular, it suffices to extend
the computational model of TensorFlow to accommodate
the execution of dataflow graphs that contain Call8 and
Return8 operators. In the following, we discuss the imple-
mentation details that arise in both the single-machine and
the distributed execution of these extended dataflow graphs.
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Figure 4. The set of dataflow graphs that compute the gradient of result.
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op
grad
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Return0Return1
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Figure 5. The transformed dataflow graph that computes
the gradient of result.

5.1 Local Execution

TensorFlow executes a tagless dataflow graph in a simple
way: it places in a “ready” queue those nodes that have all
their inputs available, and the remaining nodes in a “pend-
ing” queue. It starts by executing (possibly in parallel) the
nodes in the “ready” queue. The nodes from the “pending”
queue are moved to the “ready” queue when all their in-
puts become available. The overall computation terminates
when both queues become empty.

For dataflow graphs that use tags, TensorFlow allowsmul-
tiple copies of a single node to appear in the queues, each
copy corresponding to a different tag (that the inputs of the
node must have in order for the node to fire). Execution pro-
ceeds as in the case of tagless graphs. Tags are implemented
in TensorFlowwith the help of frames. A frame conceptually
captures a specific scope of execution (e.g., an iteration of a

while-body). Frames are organized in stacks, that is, each
frame has a reference to the previous scope. Tags, are es-
sentially pairs of an iteration number and a pointer to that
global stack. The Enter node allocates a new frame initial-
izing its value to 0; the Exit node deallocates a frame3; the
Next node increases the value of the current frame by 1.
In our implementation we reuse the frame stack that al-

ready corresponds to the static nesting scopes ofwhile-loops
to also incorporate the (dynamic) scope of functions. The
new primitive operators that we have added, namely Call8

and Return8 , actually extend the already available opera-
tionsEnter and Exit of TensorFlow. Therefore, the required
changes in the runtime of TensorFlow, are small.More specif-
ically, we extend frames to include a variable in which the
label 8 of Call8 is stored. Every time a Call8 node is exe-
cuted, a new frame is allocated and this local variable of the
frame is set to the value 8 . Similarly, when Return8 is exe-
cuted, the local variable of the current frame is first checked;
if it is equal to 8 , then the frame is deallocated from the stack,
otherwise no output is produced.
It is easy to see why the scopes of the functions and the

scopes of the while-loops can be fused into a single stack,
without adding any extra tagging machinery. Imagine, for
example, a program that has a while-loop inside of which a
function is called. When the function is called, a new frame
is allocated and the dataflow subgraph corresponding to this
function call is executed with respect to this frame. When
the execution of the function returns, the stack frame is deal-
located, and the execution of the dataflow graph correspond-
ing to the while-loop continues with respect to the tag that
existed before the function was invoked. In this way, recur-
sive functions and iteration are supported by the same sim-
ple tagging mechanism.

3Actually, the operations performed by Enter and Exit are more compli-

cated than this, but for the purposes of our discussion, a more precise de-

scription is unnecessary.
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5.2 Distributed Execution

Distributed execution can be achieved by partitioning the
dataflow graph into subgraphs and assigning them to dif-
ferent machines. Each machine then executes the subgraph
locally, using the same process described in Section 5.1. The
distributed computation completes when all the machines
finish.
TensorFlow imposes no restriction to the partitioning of

the graph and as a result parts of the same function may re-
side on different machines. In order not to limit parallelism,
TensorFlow employs a design that has no centralized coordi-
nation of the different machines. Instead, the subgraphs that
reside on the differentmachines are extendedwith Send and
Recv nodes that enable direct communication between the
machines. In order to support recursion, we have extended
this framework as described below.

5.2.1 Deadness Propagation

When all the results of a distributed computation become
available, one has to ensure that all the machines that have
participated in the computation, will terminate. As an ex-
ample where such a need arises, consider the case of the
subgraph of a conditional branch executing in a separate
machine waiting for input via a Recv node. If, at runtime,
this branch is not selected, then the machine will wait indef-
initely and the execution will not terminate without some
intervention. This issue is tackled in TensorFlow by sending
a “dead” token to explicitly signify the absence of data.
In our extended framework, we must ensure the correct

deadness propagation in the presence of the two new op-
erators Call8 and Return8 . In particular, we ensure that
the dead token received in a Call8 will be propagated to
its corresponding Return8 , by adding a control edge from
the former node to the latter. In this way every Return8

will receive a “dead” token, which it will also propagate to
its successor nodes. This process ensures the termination of
all processes that are engaged in a distributed computation.

5.2.2 Tag Tracking

Tag tracking is an issue that arises from the fact that nodes
that operate on the same tagged data can be distributed in
several machines and connect directly through a Send-Recv
pair. Recall that in a local execution setting a node is sched-
uled accompanied with a specific tag, that is the tag that the
data should match. An immediate consequence is that Recv
nodes should also be scheduled with respect to a certain tag
that may have originally been generated in a different ma-
chine (that is, the tag-generating nodes reside in a different
machine). This observation makes it apparent that a mecha-
nism should be established in order to track among the rele-
vant machines which tags have been generated. TensorFlow
tackles this issue by creating a “state machine” in every rel-
evant machine that is essentially the backbone of the graph
that includes the tag-generating nodes (e.g. Enter, Next).

This apparatus simulates the decisions that occur distribu-
tively in the graph (that is, which branch in Switch nodes
is active) and replays the tag creation process with dummy
input data to all the machines that do not originally have
those nodes.
In the case of the tagged dataflow graphs with recursion,

the form of the “state machine” is slightly more complex
but similar. In order to extract the correct form of the state
machines we do the following:

• We traverse the graph and capture the occurrences of
the tag-generating nodes. As tag-generating we con-
sider Call8 , Enter and Next.

• We also capture the occurrences of the control-flow
decision nodes, namely the Switch andMerge nodes.

• We generate a new graph using copies of the captured
nodes. The edges of the graph are inferred by the orig-
inal graph if we suppress the remaining nodes.

• We introduce a control edge between a tag-generating
node = and the Recv nodes that connect nodes after
node = and before the next tag-generating node. In-
tuitively these Recv nodes should wait for data with
tags that = generates.

• Partitions that have Recv nodes that are connected in
the previous step get a copy of this graph.

Deadness propagation and tag tracking, as outlined above,
were the two most important issues we had to tackle when
extending TensorFlow’s distributed execution for tagged re-
cursion.

6 Evaluation

In this section we evaluate our approach and implementa-
tion in terms of performance. In particular, we first test our
approach against some classic microbenchmarks designed
to stress recursive calls. Moreover, since TensorFlow is pri-
marily focused on machine learning tasks we test our ap-
proach in a recursive neural network architecture.

6.1 Functional Microbenchmarks

Weused a variety of recursive functions that due to their def-
initions in terms of heavy use of recursion and demanding
number of computations are regularly used as benchmarks
for recursion optimization tasks. We compare the execution
time of the tagged approach against the one that is already
implemented in TensorFlow (i.e., the expanding graph).
Table 1 presents the average execution times of different

execution of these microbenchmarks. The two implementa-
tions are essentially comparable in the single-machine set-
ting as expected. Both implementations have their short-
comings in terms of imposed overhead in the execution en-
gine. On one hand, the dynamic implementation suffers from
an overhead due to the repetitive creation and initialization
of the execution environment. This overhead seems to be
analogous to the number of invocations and it is evidenced
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Function Static (sec) Dynamic (sec) Speed-up

fib(24) 0,812 0,990 18,00%
fib(25) 1,259 1,629 22,31%
fib(26) 2,127 2,572 17,31%
fib(27) 3,295 4,178 21,15%
fib(28) 5,338 6,739 20,79%
fib(29) 8,614 10,937 21,24%
fib(30) 13,968 17,801 21,53%
fib(31) 22,717 28,610 20,60%
fib(32) 37,446 46,855 20,08%
fib(33) 61,287 75,646 18,98%

ack(3,3) 0,089 0,118 24,76%
ack(3,4) 0,348 0,503 30,74%
ack(3,5) 1,511 2,095 27,88%
ack(3,6) 6,165 8,323 25,92%
ack(3,7) 25,489 33,147 23,10%
ack(3,8) 100,882 128,955 21,77%

tak(24,16,8) 18,881 16,075 -17,46%
tak(25,16,8) 29,545 25,394 -16,36%
tak(26,16,8) 45,218 38,722 -16,78%
tak(27,16,8) 67,757 57,876 -17,07%
tak(27,17,8) 188,506 159,778 -17,98%

primes(7500) 13,502 13,458 -0,33%
primes(8000) 14,836 14,784 -0,35%
primes(8500) 16,268 16,076 -1,19%
primes(9000) 17,556 17,348 -1,20%
primes(9500) 18,868 18,912 0,23%
primes(10000) 20,636 20,378 -1,27%

Table 1. Comparison of execution times (in seconds) in var-
ious invocations of well-known recursive function defini-
tions. In particular, fib computes the Fibonacci sequence,
ack is the Ackermann function, tak is the Takeuchi func-
tion and primes is the prime-counting function.

by the constant speed-up factor on the execution of the func-
tion fib (i.e., the recursive implementation of Fibonacci se-
quence). On the other hand, the tagged implementation is
slower in the tak (i.e., the Takeuchi function). This is due to
the inefficient manipulation and management of the frames
in the execution engine. In particular, there is an overhead
for concurrently accessing the global frame stack that limits
the parallelism. This phenomenon is more evident for func-
tions with many arguments. Recall that the frame stack was
initially used by TensorFlow’s engine to store static scopes
of while-loops.We believe that this inefficiency can be lifted
by carefully redesigning the execution engine
We generally believe that functions with definitions that

comprise a large number of operations tend to behaveworse

Method Training Inference

Unrolling 0.99 1.74
Iteration 84.56 138.8
Recursion 143.33 161.29

Table 2. Comparison of three different implementations of
a TreeRNN machine learning task. The measurements are
throughput (instances per second) for both training and in-
ference.

Batch Size Iteration Recursion

1 84.56 143.33
5 186.96 103.06
10 228.60 101.27
25 235.69 110.72

Table 3. Comparison of the throughput (instances per
second) for two different implementations of training a
TreeRNN model with different batch sizes.

in terms of performance when executed by the dynamic ap-
proach because of the repetitive copying of their large en-
codedgraphs at runtimewhereas functionswith smaller def-
initions do not suffer as much by this particular overhead.
However, a static approach may have the potential to im-
pose an even greater challenge to the current implementa-
tion of TensorFlow, given that there still lies some space for
further internal optimizations regarding themanagement of
frames and tags.

6.2 Machine Learning Tasks

As a real-life example we experimented with the simplest
model that belongs in the greater family of Recursive Neu-
ral Networks [24] also known as TreeRNN. In particular,
we consider the task of predicting the sentiment of English
phrases using a snapshot of the Stanford Sentiment Tree-
bank dataset for training our model. In this dataset every
data instance is a fully labeled parsed tree encoding the im-
plicit tree-like structure of a certain sentence. While this
task is recursive in nature the training can proceed bottom-
up and as a result can be computed iteratively.
We compare the recursive implementationwith two other

implementations. First, the most straightforward implemen-
tation is to statically unroll the computation graph during
its construction so that its form resembles the tree structure
of the given data instance. This method generates a sepa-
rate dataflow graph per input that will be executed only
once throughout the overall training. The second implemen-
tation is using an iterative mechanism as a means to process
the nodes of a particular tree in a bottom-up fashion.

9



Table 2 presents the performance of the three implemen-
tations of TreeRNN. We measure the throughput (i.e., in-
stances per second) for both training and inference.We train
on a set of 700 examples in total. As expected, the static
unrolling approach has the worst throughput of the three.
The iterative method performs also worse than the recur-
sive. The parallelism in the iterative method is limited since
it processes each level of the tree sequentially. On the other
hand, the recursive method can process different levels of
the tree concurrently.
We also experimented with different batch sizes during

training to observe how this affects the throughput. Table 3
compares the iterative and recursive method under train-
ing sessions with different batch sizes. The iterative method
seems to benefit from batching and improves as batch size
increases. On the other hand, the recursive method does not
seem to benefit from the increase of the batch size. This is
expected since each instance produces different invocations
of the operators. However, we believe that we can optimize
the execution of recursion in order to take into consider-
ation the batch execution of the same operator scheduled
under different tags. This optimization was out of scope of
this work and left as future direction.
As an overall remark, the recursive method can express

computations that can make more dynamic decisions dur-
ing runtime. We choose to evaluate on the simplest recur-
sive neural network in order to have the chance to compare
with different approaches. However, it should be noted that
more dynamic neural networks, such as Top-down TreeL-
STM [30], cannot be expressed using iteration and there-
fore could not be used in this evaluation experiment. We
should note here that there is a recent recursive proposal
based on the ideas of expanding graphs [14] (a more detailed
discussion can be found in Section 7) that support automatic
differentiation and could be possibly used as a comparison
on machine learning tasks. However, we could not find any
working implementation of that approach.

7 Related Work

In this section we present a comparison of the proposed
technique initially with approaches that were developed in
the early days of dataflow, and then with more contempo-
rary systems.

7.1 Tagged Dataflow Systems

The implementation of recursive functions using a tagged
approach, has been explored even from the early days of
dataflow. In theManchester prototype dataflow computer [12],
in order to implement first-order recursive functions, tags
are extended with an activation name which is used to dis-
tinguish different function invocations. In the MIT tagged-
token architecture [4], a similar approach is used: each to-
ken is tagged with a context identifier that specifies the ac-
tivation to which the token belongs. In this way, tokens

corresponding to different activations may flow simultane-
ously through the dataflow graph, offering increased paral-
lelism. As it is noted in [4] the context identifier is the data-
flow analogue of the “frame pointer” in traditional activa-
tion records. Both of the above works were groundbreaking
and created the conceptual basis for the computational para-
digm of tagged dataflow. The present work differs from both
of the above techniques: we propose an algorithm for trans-
forming any set of dataflow graphs corresponding to recur-
sive functions, into a single static dataflow graph. Both [12]
and [4] describe execution mechanisms for recursive func-
tions, without explicitly describing an algorithm for deriv-
ing a static dataflow graph. The static graphs we obtain are
of paramount importance in our more contemporary frame-
work: they helped us in extending the distributed computa-
tional model of TensorFlow to handle recursion, and they
guided us in obtaining an efficient procedure for automatic
differentiation. Both of these issues are extremely important
for modern deep learning applications.
In [28], a framework is developed for formalizing the im-

plementation of first-order recursive functions in a tagged
manner. More specifically, it is demonstrated that such an
implementation can be achieved by transforming the source
recursive programs into simple intensional definitions which
can then be executed in a demand-driven dataflow approach.
This transformation introduced in [28], is further examined
and proven correct in [21]. Finally, in [22] it is demonstrated
that a large class of higher-order recursive functions can also
be implemented in a taggedmanner. These approaches have
been later used in order to derive an implementation of a
general-purpose lazy functional language [7, 11]. In these
approaches the tags are also represented as a global stack
similarly to the implementation presented in this paper. The
major difference, however, is that the execution proceeds
in a demand-driven instead of a data-driven manner. The
graph is not explicitly constructed during execution and no
offloading to specialized computational units was consid-
ered. Moreover, none of these implementations address dis-
tributed execution nor automatic differentiation which is es-
sential formachine learning applications. However, it would
be interesting to investigate how the technique developed
in [21] can be adapted to data-driven execution and then to
examine how the resulting transformation is semantically
related to the graphs that result from the proposed transfor-
mation algorithm.
Naiad [17], a more recent distributed dataflow system fo-

cused on data processing, also makes heavy use of tags. Na-
iad implements the differential dataflowmodel [16] that em-
ploys tags to support incremental and iterative computa-
tions. However, Naiad does not support recursive dataflows.
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7.2 Machine Learning Dataflow Systems

Machine learning frameworks that follow the “in-graph” ap-
proach, such as TensorFlow [1] and Theano [2], encode dy-
namic control-flow decisions in the graph. However, user-
defined functions are not fully supported by these two sys-
tems. More specifically, both systems support non-recursive
function definitions. TensorFlow applies an optimization that
inlines the body of a non-recursive function in the main
dataflow graph. On the other hand, Theano does not sup-
port recursive definitions while TensorFlow supports them
only partially without supporting automatic differentiation
on them. TensorFlow executes a recursive function by dy-
namically expanding the graph at runtime when a recur-
sive call is encountered. In order to support algorithms that
recursively traverse tree-like data structures, a transforma-
tion [15] must be applied that transforms recursion to iter-
ation that TensorFlow supports. Transforming recursion to
efficient iteration is not generally a straightforward task.
A recent related work that tries to improve recursion sup-

port in TensorFlow [14] employs the same approach of the
dynamically expanding graph to execute recursive functions
and defines a recursive automatic differentiation technique
of such functions. However, thatwork considers only a single-
machine execution. The main disadvantage of this partic-
ular approach is that a dynamic graph cannot contain the
subgraphs that correspond to the recursive callee functions,
thus, they cannot be distributed without central coordina-
tion. Every special node representing the calling of a func-
tion resides on one partition and initiates the execution of
the function by just one worker. That means, that the execu-
tion of functions cannot be easily shared amongst multiple
machines.
Other machine learning frameworks, such as Torch [8],

PyTorch [20], DyNet [19] and Chainer [25] follow the “out-
of-graph” approach, that is they rely on the host language
capabilities to encode control-flow decisions. This lacks ef-
ficiency because the ability to perform optimizations on the
overall graphs is significantly limited.

7.3 Other Dataflow Systems

CIEL [18] represents a program as an unstructured dynamic
task graph in which tasks can tail-recursively spawn other
tasks. CIEL supports distributed recursive algorithms by trans-
forming them into a continuation passing style. Contrary
to the current work, CIEL makes use of a master node that
maintains a list of pending tasks and acts as a task dispatcher
to the workers. The major drawback of unstructured dy-
namic graphs is that they are much more challenging to op-
timize holistically.

8 Conclusions and Future Work

In this paper we proposed an algorithm for transforming
a set of dynamic (ie., expandable) dataflow graphs into a

single static (ie., non-expandable) graph. Our technique can
be extended to support automatic differentiation, something
really important for machine learning applications. All the
proposed ideas have been implemented in the TensorFlow
framework.
We believe that tagging is a very promising direction that

current implementations of dataflow systems should further
exploit. Tags offer increased parallelism andmay prove to of-
fer viable solutions in cases where current technologies ap-
pear to bottleneck. As possible future directions, we would
like to investigate the possibility of implementing higher-

order recursive functions under the TensorFlow framework.
In [22] it was suggested that this can be achieved by using
more complicated tags, an idea that is worth further con-
sideration. Additionally, we would like to investigate the
possibility of implementing user-defined data structures in
a purely tagged manner. Finally, we would like to inves-
tigate the relationship between multidimensional program-

ming [5] (a form of programming that was proposed more
than 25 years ago as an extension of classical dataflow pro-
gramming) and the use of tensors in modern dataflow sys-
tems. More specifically, tensors appear to be closely related
to themultidimensional streams introduced in [5], and there-
fore the techniques introduced in [5] may be applicable to
modern tensor-based systems. In conclusion, we believe that
tagged dataflow is a very interesting computational para-
digm, and its resurgence through the appearance of modern
dataflow systems, may lead to exciting new developments
both in foundational as-well-as practical issues.
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